
1. Introduction
Stream interaction regions (SIRs) form in interplanetary space where the fast solar wind stream overtakes the 
preceding slow solar wind stream (Allen et al., 2021; Pizzo, 1980). The fast wind piles up the upstream density 
and forms a compressed plasma along the leading edge of the stream interface region (IR), which is typically 
identified as the peak in total pressure between the two solar wind populations, and is followed by a rarefaction 
region in the fast solar wind (Richardson, 2018). The hydrodynamic models of solar wind describe that as the fast 
streams flow away from the Sun, the solar wind velocity transits steeply from slow to fast and the pile-up density 
of the IR upstream grows (Alielden & Taroyan, 2022; Hundhausen, 1973). The fast solar wind is from coronal 
holes and meets the slow wind at a far distance from the Sun. If the fast wind travels significantly faster than the 
slow wind, a shock wave forms in the interface region which in turn leads to a discontinuity of the total pres-
sure and an increase of the plasma speed upstream of the interface region. Sometimes two pairs of shock waves 
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are formed: forward and reverse. The forward shock can efficiently accelerate the particles in interplanetary 
space  and often forms beyond 1 AU. The study of L. K. Jian et al. (2008) on different slices of the solar activity 
cycle between 1992 and 2005 shows that about 91% of SIRs are associated with shocks, with 47% of such shocks 
being forward–reverse shock pairs. Since the Sun's equatorial rotation has a period of ∼27 days as observed from 
the Earth, the IR region sometimes sweeps in interplanetary space with the same rotation frequency as the Sun. 
The SIR that co-rotates or completes at least one solar rotation is called a co-rotating interaction region (CIR).

Variations of solar wind parameters triggered by the SIRs have been studied in several works (L. Jian et al., 2006; 
Kilpua et al., 2012; Grandin et al., 2019; Allen et al., 2021). Observations show that, during the passage of SIRs, 
the solar wind density and pressure increase. They are usually accompanied by enhancements in temperature, 
magnetic field strength and speed which often exceeds 500 km s −1 and sometimes peaks at above 800 km s −1 
(Kavanagh et al., 2012). These variations could last for several days before the plasma returns back to the slow 
mode state (Tsurutani et al., 2006). L. K. Jian et al. (2019) describe the features of SIRs on solar wind data: (a) 
the peak of the total pressure P is usually accompanied by a drop of the density N and an increase in the speed 
V. (b) The compression region causes an increase of the total magnetic field B and a jump of the entropy Sp. 
Figure 1 presents an example of SIR started on 04 March 2007 and lasted for more than 3 days. The blue vertical 
line refers to the passage of the stream interface where the drop density is coincidental with the pressure peak and 
the jump in entropy. Since the jump appears only in the Sp variable, there is no certainty of existing shock wave 
(L. Jian et al., 2006).

SIRs can drive compression and shocks that accelerate energetic particles in interplanetary space and trig-
ger geomagnetic storms and disturb the ionosphere of the Earth (Chen et al., 2014; Tsurutani et al., 1997; Yu 
et  al.,  2021). The intensity of geomagnetic storms on the Earth is often measured by the disturbance storm 
time (Dst) index which estimates the H-component perturbation by the equatorial magnetometers on the Earth 
(Mayaud, 1980). Chi et al. (2018) studied the geoeffectiveness of SIRs from 1995 to 2016 and found 52% of 
the SIRs can cause geomagnetic storms with Dstmin ≤ −30 nT, and only 3% of them cause intense geomagnetic 
storms with Dstmin ≤ −100 nT. That indicates the SIR could convey a strong magnetic field that disturbs the 
Earth's magnetic field and can potentially cause malfunctions in the communication systems, electric power 
transmission systems, and GPS-based navigation systems (Lucas et al., 2018; Thomson et al., 2005). Moreover, 
SIRs increase the high energetic particles in the space environment around the Earth which in turn raises the 
risk of ionizing the insulating layers of satellite's components and causes single event effects (Alielden, 2020; 
Camporeale et al., 2018; Koons & Fennell, 2006). In many cases, software and duplicate circuits are used to 
correct these effects, but such high-speed solar wind (HSSW) causes a challenging environment with many 
malfunctions in a short period of time (Horne et al., 2013). The influence of geomagnetic storms sometimes 
extends to the ground-based power systems on the Earth and induces geomagnetic currents (GICs) that disturb 
the high-frequency navigation systems (Hapgood, 2011; Marqué et al., 2018). The prediction of SIRs also are 
studied by Owens and Forsyth (2013) using the 27 days persistence model, Miyake et al. (2005) using the Nozomi 
spacecraft in-situ observations around L5 point, and Chi et al. (2022) using the STEREO-B and Wind in-situ 
observations.

Predicting the arrival time of SIRs on the Earth is crucial to avoid hazards and protect the Earth's daily systems. 
Davis et al. (2012) tried to predict the arrival time of HSSW by superposing epoch observations of the Helio-
spheric Imager (HI) instrument aboard the ahead NASA Solar Terrestrial Relations Observatory STEREO space-
craft, that is, STEREO A/HI, and matching them with the solar wind data from ACE spacecraft near the Earth. 
The HI instrument was for observing the enhanced plasma regions in the Sun's atmosphere that are associated 
with CIRs. Prediction based on Sun observation is restricted by satellite epoch data gap, projection effect, limited 
field of view, and the location of the satellite with respect to the Earth as well as the position of the event on 
the Sun. Previous studies found that the properties of SIRs/CIRs have a strong latitudinal dependence (L. K. 
Jian et al., 2019; Thomas et al., 2018). Allen et al. (2020) investigated the predictive capabilities of in-situ SIR/
CIR observations at various heliospheric longitudinal and latitudinal separations. The study suggested that the 
primary limitation of forecasting the arrival time of SIR is related to the difficulty in predicting the rotational 
speed of a SIR/CIR, likely due to the evolution of coronal holes and their boundaries and the variations of solar 
wind speeds.

Predicting the arrival time of SIRs using regular regression techniques may not be a straightforward way as SIRs 
move in a such highly dynamic environment and change their properties during the travel. Additionally, their time 
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series are long (predominantly a few days) and often times they are superimposed with coronal mass ejection 
(CME) or other events. In this work, we focus on predicting the arrival time of the interface region IR portion 
instead of the whole SIR due to the accompanying hazards of IRs such as shock waves, energetic particles, and 
significant increase of plasma pressure. The fast solar wind, that typically originates from a coronal hole, impacts 
the ahead slow wind by pushing it into interplanetary space which in turn leads to density pile-up and pressure 
increase upstream. The raised pressure gradient, which is maximum at the IR, enhances the HSSW expansion in 
the interplanetary space. Based on that, we create a nowcasting data set, collected from STEREO spacecrafts, that 
comprises IR time series intervals labeled before real-time and use a machine learning approach to recognize the 
features of upstream plasma and provide advanced notice of arriving IRs. The approach is based on time series 
classification technique and is proposed to be a prediction interval nowcast type. That means the predictor uses 

Figure 1. Solar wind variables: N(cm −3), T(K), B (nT), V(km s −2), Sp, P(pPa), triggered by passage of a SIR on 4 March 
2007 at 15:50 UT (vertical blue line) as recorded by STEREO A. The SIR ends on 7 March 2007 at 20:00 UT.
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a time range for arriving IR rather than a deterministic time. To increase the certainty of the predicted probabili-
ties, an ensemble prediction system (predictor) is built to combine the outcomes from convolution and recurrent 
neural network models. The data description and the ensemble prediction system are introduced in Sections 2.1 
and 3, respectively. The results and predictor validity are discussed in Section 5. The recalibration method of the 
predicted probabilities and more discussion are, respectively, in Section 5.2 and 6.

2. Data Preparation
2.1. Data Description

We use time-series data of solar wind as observed by the instruments of In-situ Measurements of Particles and 
CME Transients (IMPACT) and Plasma and Suprathermal Ion Composition investigation (PLASTIC) aboard 
the twin spacecraft: STEREO Ahead (STA) and STEREO Behind (STB) of the STEREO mission (Galvin 
et al., 2008; Luhmann et al., 2008). Both STA and STB orbit the Sun at a heliocentric distance of ∼1 AU. The 
angular separation between STA and STB increases gradually with a drift rate of 20°/year for STA (leading 
spacecraft) and −28°/year for STB (lagging spacecraft) with respect to the Earth (Kaiser et al., 2008). The two 
spacecrafts take measurements of the solar wind plasma in interplanetary space at two different points simulta-
neously. We collected seven solar wind features used by L. Jian et al. (2006) to recognize the IRs such as proton 
density N (m −3), solar wind speed V (m s −1), total magnetic field strength B (T), temperature Tp (K), plasma beta 
(β), entropy (Sp), and pressure p (pPa), where the latter is the sum of thermal pressure and magnetic pressure of 
the plasma. The data set spans the time range from 01 January 2007 to 31 December 2016 with a one-minute 
resolution. Thus the data set includes the solar wind variation during the ascending and descending phases of the 
solar cycle 24. That is proposed to train the model, later on, for classifying the IRs from complex events, where 
some of the SIRs are interfaced with interplanetary coronal mass ejections (ICME) or other events. Because of 
the losing connection to the STB in 2014, the data for the years 2015 and 2016 are collected from the STA only.

2.2. Feature Selection

The aim is to train a model for classifying the time series of IRs using a supervised machine learning technique. 
We started with general features of SIR intervals to extract the main features for the IR portions. We used SIR 
catalog that is published by L. Jian et al. (2006) and L. K. Jian et al. (2013) to label the data set, where SIR inter-
vals are labeled as positive. The criteria for identifying SIRs in the catalog are described by L. Jian et al. (2006). 
Accordingly, we have collected 561 positive intervals altogether from STA and STB in the time range from 2007 
to 2016, and each interval has a dimension of 𝐴𝐴 𝐴𝐴𝑠𝑠 ×𝑓𝑓 where ls is the number of timestamps in the interval and 

𝐴𝐴 𝑓𝑓 is the number of features. Selecting the most informative inputs used in a machine learning algorithm is done 
by understanding the importance of the features and the correlation between them. We want to make sure that 
the number of features is not unnecessarily too large to prevent overfitting and for optimizing computational effi-
ciency. We create a function that calculates the vector 𝐴𝐴 𝑖𝑖𝑖𝑖𝐂𝐂𝑁𝑁 =

[

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑔𝑔(𝑖𝑖𝑖 𝑖𝑖)
]𝑁𝑁=561

𝑔𝑔
 which represents the Pearson's 

correlations between a feature i and a feature j for all N SIR intervals. Repeating this function for all 𝐴𝐴 𝑓𝑓 features, 
we get a tensor 𝐴𝐴 𝐅𝐅𝑓𝑓𝑓𝑓𝑁𝑁

 that for all the correlations between the features
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⎢

⎢
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⋮ ⋮ ⋱ ⋮
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⎥

⎥

⎥
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⎢
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⎢
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⋮ ⋱ ⋮

𝑄𝑄2

(

𝑖𝑖𝑓𝑓
𝐂𝐂𝑁𝑁

)

. . . 𝑄𝑄2

(

𝑓𝑓𝑓𝑓
𝐂𝐂𝑁𝑁

)

⎤

⎥

⎥

⎥

⎥

⎦
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The value of Q2 is the median/second quartile of the correlations between features i and j of vector 𝐴𝐴 𝑖𝑖𝑖𝑖𝐂𝐂𝑁𝑁 of N 

dimension. Similarly, the 90th percentile of the vectors is calculated as 𝐴𝐴 𝐏𝐏𝑓𝑓𝑓𝑓
=
[

𝑝𝑝90(𝑖𝑖𝑖𝑖𝐂𝐂𝑁𝑁 )
]𝑁𝑁=561

𝑔𝑔
 . Figure 2a 

demonstrates the obtained correlation quantities of matrix 𝐴𝐴 𝐏𝐏𝑓𝑓𝑓𝑓
 . It reflects that 90% of the quantities in 

the  distribution are equal to or lower than the appeared value. The correlation distributions of pressure p with the 
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other features are dominantly high. There are features that represent high correlation with some features (e.g., 
N-β, V-Sp, T-p)  and low correlation with others (e.g., B-N, B-T). Some features have a dominant distribution up 
to 100% such as between V and β. Thus, as generally appeared, the dominant distributions of the observed corre-
lations between the features seem high. Figure 2b shows the median values of 𝐴𝐴 𝐌𝐌𝑓𝑓𝑓𝑓

 . The correlation such as 
between B and β is negative because B is inverse proportional to β (i.e., β = p/B is a calculated parameter) and 
it is positive such as between N and p because N is proportional to p. The median values clarify that not  all the 
features are highly correlated with each other but with some of them (e.g., N-p, T-Sp). The point is that the median 
presents  the value at 50% of the observed distribution in the range between [-1, 1] but, that does not reflect the 
exact value of the correlations. Our concern is to determine the importance of the feature by its correlation 
with the other features regardless of its sign. This is useful to eliminate the non-important features  and reduce 

the dimension of the data set. Figure 2c presents the quantities of 𝐴𝐴 𝐀𝐀𝑓𝑓𝑓𝑓
=

[

𝑖𝑖𝑖𝑖|𝐂𝐂|𝑁𝑁

]𝑁𝑁=561

𝑔𝑔

 which represents the 

Figure 2. Correlation maps between the solar wind features of SIRs over the time span 2007–2016 as obtained from 𝐴𝐴 𝐅𝐅𝑓𝑓𝑓𝑓 𝑁𝑁
 . (a) The 90th percentile matrix 𝐴𝐴 𝐏𝐏𝑓𝑓𝑓𝑓

 of 
the SIRs correlation quantities. (b) 𝐴𝐴 𝐌𝐌𝑓𝑓𝑓𝑓

 matrix for the median values of the correlations. (c) 𝐴𝐴 𝐀𝐀𝑓𝑓𝑓𝑓
 matrix for the mean of absolute values of the correlations.
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means of absolute values of ijCN. It demonstrates the correlations, for exam-
ple, between V and β and between N and Sp that are not clear in Figure 2b. 
Taking the mean or the median of the absolute values does not change the 
distribution significantly.

The analysis demonstrates that all the features have at least a good correlation 
with another feature and that expresses the importance of all features in the 
computations therefore we use these features (i.e., 𝐴𝐴 𝑓𝑓 = 7 ) as inputs for the 
classifier.

The obtained SIR intervals have various time durations. Figure 3 shows a 
histogram of the duration of SIR intervals as obtained from the catalog. The 
shortest duration is 19 min and the dominant is larger than 1,000 min. We 
focus on feeding the model with time series intervals of identical duration. 
That is because in the time series classification method, the classifier learns 
the patterns of IRs and there should be an identity length of the input pattern 
for the classifier to be accurate, particularly for such data that include random 
noise. Otherwise, training the classifier on different lengths of IRs intervals 
needs larger training set, which is not available here, and is vague for use 
in real-world applications. Also, as will be explained in Sections 2.3 and 3, 
the idea of a unified length is vital for the nowcasting purpose to know the 

required length of the input interval for the classifier to recognize IRs. Hence, the two main tasks that we should 
tackle are: first, how to limit the IRs interval to a fixed length ls of timestamps without missing the core infor-
mation, particularly for the long SIR intervals. Second, find the suitable values of ls to get a robust performance 
of the classifier.

First, we need to find a manner of identifying the start and end times of the intervals. We consider that the most 
hazardous part of the SIRs is the interface regions IRs (see Section 1). Hence, in each SIR event, we focus on the 
IR part in the time series data instead of the whole SIR interval. L. Jian et al. (2006) demonstrates that the time of 
maximum solar wind pressure max(p)/pmax mainly refers to the timing of interface region passage. Based on the 
time of pmax (herein 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 ) in the catalog, we inspected each SIR interval and limited each positive interval refer-

enced to 𝐴𝐴 𝐴𝐴𝑝𝑝
max

 to start at 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠 = 𝐴𝐴𝑝𝑝
max

− 𝛿𝛿𝑠𝑠 and end at 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐴𝐴𝑝𝑝
max

+ 𝛿𝛿𝑟𝑟 where δs and δe are, respectively, the number 
of timestamps before and after 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 . We stress that every single SIR has only one positive interval in the data set. 

The time limits for each interval satisfy the boundary condition that is ls = 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠  where ls is the fixed length 
of the intervals. Figure 4a shows an example of determining 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠  and 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  of a positive interval in the real-time 
data set. The superscript of real refers to the real-time data. That means we relabeled the data set to be positive 
for the limited IR intervals and negative otherwise. If δs and δe are set to constants, the bias of the classifier model 
will be high. For instance, if δs = ls/2 and δe = ls/2 and 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 is always in the middle of the limited IR intervals, 

the signature of shock waves, form in the interaction region, will be always located in the middle of the intervals 
which resulting in a flaw in the computer memory during training of the classifier. To avoid that, the values of δs 
and δe are taken randomly at each time of calculating 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠  and 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  for different positive intervals. Meanwhile, we 
apply the condition of δs(δe) being in the range of [160 (80), 20 (220)].

Second, we utilized the classification model that will be described in Section 3 to find out the optimal ls that 
could be unified for all input time intervals and get a robust classification. The timestamps in the data set 
(DS) are divided into time series intervals of a fixed length ls. Denote a time series interval I of length ls as 
I = 𝐴𝐴

[

t𝑖𝑖, t𝑖𝑖+1, . . . , tl𝑠𝑠+𝑖𝑖
]

 where ti is the value at time stamp i ∈ R. The DS then contains N time series intervals that 
are labeled as DS = 𝐴𝐴 {(I𝑗𝑗 ,L𝑗𝑗)}

𝑁𝑁

𝑗𝑗=1 where Ij is the jth interval and its label is Lj which is a single value of positive 
(1) or negative (0). That means the classifier will tackle each input interval as a positive or negative signal. The 
intervals in the data set are normalized individually using the z-score of formula (x − μ)/d where μ and d are the 
mean and standard deviation, respectively. The intervals are distributed randomly in the input DS, of dim(DS) 

𝐴𝐴 = 𝑁𝑁 × 𝑙𝑙𝑠𝑠 ×𝑣𝑣 , for unbiased training of the classifier. The aim is to train the model for classifying the positive 
intervals. We run the classifier several times and each time the value of ls changes. After validating and testing 
the classifier with different values of ls in the range from 90 to 400 min with an increment of 20 min, we found 
experimentally that

Figure 3. Distribution of the SIR interval lengths as obtained from the 
STEREO SIR catalog.
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•  when ls is shorter than 240 min, we are exposed to losing information about the IR attributes which in turn 
leads to declining both performance and certainty,

•  when ls is longer, we increase the computational expenses and the accuracy of the model does not improve 
though because the big amount of noise that is included in the data of long time series intervals sometimes 
misleads the model.

Thus, the suitable unified length of ls is selected to equal 240 min. That means the positive and negative intervals 
have 𝐴𝐴 dim(𝐼𝐼) = 𝑙𝑙𝑠𝑠 ×𝑣𝑣 = 240 × 7 in the data set and that will be used for the nowcasting of IRs.

2.3. Nowcasting Data Set

We intend to use the classifier to recognize the IR and approach their transit time to the observer in advance. The 
classification process is based on training the model for classifying the IR intervals. While approaching the arrival 
time of IRs is based on using a nowcasting data set (NDS) as a training set, where 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 in the real-time (see sec. 2.2) 

Figure 4. Procedure of labeling an IR interval around 𝐴𝐴 𝐴𝐴𝑝𝑝
max

 on 06 March 2007 in the data set (DS). The time series of V and P are presented as a simple example but, 
each interval in the DS comprises seven features. The real time of pmax is 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 . (a) Real-time IR interval starts at 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠  and ends at 𝐴𝐴 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  (two vertical dashed lines) and has a 

length of ls = 240 time stamps. (b) In the nowcasting data set NDS, the 𝐴𝐴 𝐴𝐴𝑝𝑝
max

 of the positive IR interval precedes the real-time one by Δt = 4 hr. The advanced notice time 
NT is the time difference between the end of predicting positive interval and 𝐴𝐴 𝐴𝐴𝑝𝑝

max
 in real-time. (c) The binary labeled intervals in the NDS with a unified 𝐴𝐴 𝐴𝐴𝑠𝑠 .
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is shifted back by Δt and so that each positive interval in the NDS starts at 𝐴𝐴 𝐴𝐴
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑠𝑠 =

(

𝐴𝐴𝑝𝑝
max

− Δ𝐴𝐴

)

− 𝛿𝛿𝑠𝑠 and ends at 
𝐴𝐴 𝐴𝐴

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑓𝑓 =

(

𝐴𝐴𝑝𝑝
max

− Δ𝐴𝐴

)

+ 𝛿𝛿𝑓𝑓 . For instance, if 𝐴𝐴 𝐴𝐴𝑝𝑝
max

= 14:00 in real-time and δs = 150 min and δe = 90 min, the 𝐴𝐴 𝐴𝐴𝑝𝑝
max

 in 
the NDS for Δt = 4 hr will be at 10:00 and the positive interval will start at 𝐴𝐴 𝐴𝐴

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑠𝑠   = 07:30 and end at 𝐴𝐴 𝐴𝐴

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑓𝑓   = 11:30. 

Since the time difference between 𝐴𝐴 𝐴𝐴𝑝𝑝
max

 in the real-time and 𝐴𝐴 𝐴𝐴
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑓𝑓  in the NDS is 14:00 − 11:30 = 150 min, we 

consider the model function, in this case, would provide 150 min advanced notice of an IR before it reaches the 
observer. Generally, it means that the advanced notice time NT of reaching IRs is basically NT = Δ − δe > 0 
where δe is the end point of the nowcasting time-series interval that is needed to predict, and as long as Δt is larger 
than δe the model function will keep providing nowcasting. The model's outcome NT interval is [Δt − max(δe), 
Δt − min(δe)] that is determined based on the δe range in the training set. That indicates the imminent reaching 
IR (in hours) is at least Δt − max(δe) and not longer than Δt − min(δe). Thus, when Δt is large and δe is small the 
nowcasting/advanced NT increases and when δe range is narrow the prediction becomes more precise and needs 
a large data set for training, however. Figure 4b demonstrates the way of determining the time boundaries of a 
positive interval in the NDS for the example of real-time IR interval in Figure 4a.

The restriction of Δt ≥ ls should be applied to avoid overlapping between the nowcasting interval and the real-
time interval. Also, Δt is preferred to be not very large because when the nowcasting interval is very far from the 
real-time interval, the signature of the IRs vanishes and their patterns become not clear for the classifier. An addi-
tional thing that influences the performance of the predictor is that the number of positive intervals in the NDS 
decreases with increasing Δt due to the missing data. For instance, the number of positive intervals reduces from 
561 to 558 for Δt = 4 hr and it further reduces if Δt is larger. Therefore, improving the performance of the classi-
fier/predictor for large Δt requires a larger training set to enhance the sensitivity and specificity of the system. The 
input NDS for the classifier/predictor is structured in the same way as DS (see Section 2.2) and it covers the same 
spanning time. We checked if the optimal ls is different for the nowcasting data by carrying out the same test as 
explained above but, there was no significant change in the conclusion mentioned above. Hence, the positive and 
negative intervals kept unified to ls = 240 min Figure 4c shows a slot of three consecutive intervals (one positive 
between two negatives) as included in the NDS.

3. Ensemble Model
The sequence of real-valued data points of SIR with timestamps is analyzed as time series (TS) with machine 
learning classification approaches. Time series classification (TSC) is a method to predict the class label L of 
a given input time series. The complexity of the TSC method, using neural networks, increases when the data 
pattern is represented in high dimensions. The additional key factors that contribute to the difficulty of the TSC 
method for the real-world time series data are: first, representation of different features of the time series requires 
different time scales (Drewry et al., 2013). Second, discriminative patterns of the time series are often distorted 
by high-frequency perturbations and random noises. To make the trend of the time series clear, automatic smooth-
ing and de-noising procedures are needed. The existing TSC techniques rarely adapt the time series features to 
the right scales. Moreover, one of the notorious problems of the TSC using machine learning algorithms is the 
vanishing of the gradient during the training process of the classifier. That is because sometimes the change of 
the values with time is not obvious to the algorithm (Bengio et al., 1994; Glorot & Bengio, 2010). Our work is not 
only for binary classification of IRs but for exceeding the sensitivity and probability of the TS classifier. In this 
section, we introduce an ensemble classification system called LCNN that is structured to increase the ability of 
the classifier to learn different features of the TS without losing the major information.

The LCNN abbreviation stands for Long-short term memory - Convolution Neural Network. The LCNN system 
basically combines the convolutional and long-short term memory (LSTM) layers/models in parallel where each 
model works on a different scale of the input time series and consequently learns different features. Figure 5 shows 
the structure of the LCNN system. The top model is the convolution neural network model (model 1) and the bottom 
model is the LSTM neural network model (model 2). The two models in the LCNN are combined through the 
integrated layer (IN) to exceed the probability of predicting label L of the input time series. Model 1 works on 
low-frequency (small-scale) time series data while model 2 works on the original time series which carries informa-
tion about the combination of low and high frequencies (Cui et al., 2016). Table 1 shows the parameters of model 1 
and model 2 that are combined in the LCNN system for classifying the IRs. These parameters are set up after running 
the models several times with the same input and different parameters until we get a robust classification. Both model 
1 and model 2 are employed for the TSC task in one dimension and work independently as explained in the following.
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3.1. Model 1 - Convolution Neural Network

To get low-frequency time series from the original input time series, we created an average-window layer 
(AvgWIN) that generates the low-frequency time series before passing the data to the convolutional layers. 
The AvgWIN layer basically generates a smooth time series using an average window of size w moving with a 
stride of S. Suppose the original input time series to AvgWIN layer is I, the layer returns a new time series as 

I w = 𝐴𝐴

[

I
𝑤𝑤

1
, I𝑤𝑤

2
, . . . I𝑤𝑤

l𝑠𝑠−𝑤𝑤+1

]

 where

I
𝑤𝑤

𝑘𝑘
=

𝑥𝑥𝑘𝑘 + 𝑥𝑥𝑘𝑘+1 + . . . + 𝑥𝑥𝑘𝑘+𝑤𝑤−1

𝑤𝑤
, 

and k = 1, 2, …ls − w + 1. The new time series interval I w is shorter than the input interval I by w − 1. The interval 
I w is used as input to the first consecutive convolution layer (conv1) to extract the features of the low-frequency 
time series. The output from conv1 is normalized and then passes through a max pooling procedure to extract 

high-level features and reduce the size of the features map which in turn 
leads to decreasing the number of parameters in model 1 and preventing the 
vanishing of gradient and over-fitting. The obtained information afterward 
passes through the second convolutional layer (conv2). A dropout layer is 
employed with a rate Dr of 0.2 before the linear/flatten-neural network (NN) 
layer. Dropout is a technique that ignores randomly selected neurons to avoid 
overfitting during the training process and enhances the classifier perfor-
mance. Both conv1 and conv2 apply the Rectified Linear Unit (ReLU) filters 
that move with a stride of S = 1. The ReLU function, f(x) = max(0, x), returns 
the value of input x if it is positive and returns 0 if x is negative. The output 
layer of model 1 comprises a single  node with a logistic function σ(x) = 1/
(1 + e −x) to train and test the performance of model 1 separated from model 
2. The latter function returns the likelihood of being the time series positive. 
Finding the suitable value of w is carried out by running model 1 with differ-
ent values of w in the range from 30 to 120 with an increment of 20. When w 
is large, the computation turns out to be fast but, the amount of information 

Figure 5. Procedures of classifying IR intervals by the LCNN ensemble system. The different colors of the layers refer to different functions. The consecutive layers of 
model 1 (top) are: AvgWIN → conv1 → Maxpool → conv2 → linear → single Node (output). The consecutive layers of model 2 (bottom) are: LSTM 1 → LSTM 2 → 
ReLU → Maxpool → linear → single Node (output). LCNN is designed to combine the outputs of model 1 and model 2 through the integrated layer (IN) that returns a 
single value of probability for binary classification.

Table 1 
Parameters of the LCNN System That Is Presented in Figure 5

Model 1 Model 2

Layer Parameters Layer Parameters

AvgWIN (w = 60, S = 1) lstm 1 (N = 256)

conv1 (N = 256, fz = 8) lstm 1 (N = 512)

maxpool (Np = 60, S = 20) maxpool 1 (Np = 60, S = 30)

conv2 (N = 128, fz = 4) linear (N = 128)

linear (N = 256)

Note. w is the window size of AvgWIN layer and S refers to the stride of a 
window in the layer. N and fz are the number of nodes and the filter size in the 
layer, respectively. Np is the window size of taking the maximum.
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in Iw becomes not enough to learn the model properly (lost data). When w is relatively small, the amount of data 
exceeds and does not discriminate from the original data. Therefore, the user should be careful in selecting the 
value of w, and in our case based on the experiment, the suitable value of w is around 60.

3.2. Model 2 - LSTM Neural Network

Model 2 uses long-short-term memory (LSTM) network to extract the sequential features of the original time 
series. LSTM layer is a recurrent neural network (RNN) that is modified to avoid the gradient problem in the 
RNN, particularly for the long-term dependency problems (Bengio et al., 1994). LSTM layer generates the output 
through the interaction between the past stored computation and the given input data. For more information 
about the structure of LSTM layers, we refer to the references, for example, Graves  (2012); Hochreiter and 
Schmidhuber (1997). LSTM layers have been employed for the time series predictions (Li et al., 2019; Wang 
et al., 2021; Zhang et al., 2019). In this work, we applied tanh and sigmoid functions in the two LSTM layers 
in model 2. The parameters of model 2 are presented in Table 1. The output of the LSTM 1 layer is normalized 
before passing the data to LSTM 2 layer. The roles of ReLU function, dropout layer of Dr = 0.1, and Maxpool 
layer are the same as explained in model 1. Unlike the convolutional layer, LSTM is sensitive to sequential infor-
mation, and the max pooling operation in model 2 is expected to not vary this information. That makes model 
2 learns different features from model 1 which in turn would improve the predicting capability of the LCNN 
system. That reflects the purpose of combining two models in the LCNN system, to feed the system more infor-
mation about the SIR features. The output of the Maxpool layer passes to the linear layer. Like model 1, the output 
layer comprises a single node with the same logistic function.

The Adaptive Moment (AdaM) optimization algorithm is utilized with a learning rate of 2 × 10 −5 to train both 
model 1 and model 2 (Kingma & Ba, 2014). AdaM is an adaptation of a stochastic gradient descent algorithm that 
combines the two optimization methods of the Adaptive Gradient (AdaGrad) and the Root Mean Square Propaga-
tion (RMSprop). The former uses the average of sparse gradients to approach the best direction of minima while 
the latter adapts the learning rate per parameter based on how quickly the weight changes and takes the average 
of recent gradients. Adam demonstrates a decent performance with non-stationary and noise problems (Kingma 
& Ba, 2014). During the training process, the performance of the classifier is evaluated by the cross-entropy/log 
loss function FP

𝐹𝐹𝑃𝑃 = −
1

𝑁𝑁

𝑁𝑁
∑

𝑗𝑗=1

𝐿𝐿𝑗𝑗 log𝑃𝑃 (𝐿𝐿𝑗𝑗) + (1 − 𝐿𝐿𝑗𝑗)log(1 − 𝑃𝑃 (𝐿𝐿𝑗𝑗)) 

where Lj is the truth label of the input interval and P(Lj) is the predicted probability of the interval being positive 
for all N intervals in the data set. The output of the LCNN system is given from the combination of model 1 (m1) 
and model 2 (m2) through the Integrated layer (IN) as

Int(𝑥𝑥) =

𝑆𝑆
∑

𝑛𝑛=1

𝜎𝜎∗
(𝑃𝑃𝑛𝑛(𝑥𝑥)) (1)

where S is the number of combined models in the LCNN system, which in our case equals 2. The function 
𝐴𝐴 𝐴𝐴∗

(𝑦𝑦) = −log𝑒𝑒

(

𝑦𝑦−1 − 1

)

 is used to get the exact output from each model instead of their predicted probabilities. 
The variable Pn(x) is the predicted probability of nth model for an input x. We will discuss later the effect of the 
IN layer on the accuracy of the LCNN system. The output layer of the LCNN (far right in Figure 5) predicts the 
probability of the time series as 𝐴𝐴 𝐴𝐴 (𝑥𝑥) = 𝜎𝜎(Int(𝑥𝑥)) . We have used the Keras and TensorFlow libraries publicly 
available at https://keras.io/getting_started/faq/ and https://www.tensorflow.org/.

4. Training and Validation
The NDS of a specific Δt is utilized to train the LCNN model. That means the LCNN should return the probabil-
ity of being the input interval of an IR that will arrive within time NT to the observer. Since Δt is within a short 
period, several hours, we consider the model function to be nowcasting of IRs. Nowcasting is basically forecasting 
in a short term. We found that the sensitivity of the model ∼66% when using the STA data only as a training set 
and the STB data only as a test set. That is because the SIRs change shape during their travel time in interplanetary 

 15427390, 2023, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022SW

003326 by C
ochraneItalia, W

iley O
nline L

ibrary on [27/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://keras.io/getting_started/faq/
https://www.tensorflow.org/


Space Weather

ALIELDEN ET AL.

10.1029/2022SW003326

11 of 19

space which in turn causes changes in the SIR patterns (Dorrian et al., 2010). That means the SIR patterns that 
are observed by STA could be different than the SIR patterns that are observed by STB. This is consistent with 
the analysis of Allen et al. (2020) who studied the predictive limitations of in-situ SIR observations at various 
longitudinal and latitudinal separations. They found that the probability of predicting the occurrence of SIRs at 
another spacecraft decreases with increasing longitudinal separation between the spacecrafts. They mentioned 
that the primary source of error in predicting the arrival time of a SIR/CIR is uncertainty in the rotational speed 
of the SIR structure, likely due to the evolution of coronal holes and the variations in solar wind velocities.

To enhance the model flexibility, the NDS is mixed with different positive intervals from STA and STB. Then, 
the data set is divided into 70% for training, 10% validation, and 20% for testing the model. Since the number of 
negative intervals in the NDS is quite larger than the number of positive intervals, for instance for Δt = 4 hr the 
number of negative intervals in NDS is ∼29,177 and positive intervals are ∼558, the number of negative intervals 
in the training and testing sets exceeds the positive ones by 400 intervals. That is purposed to cover a good variety 
of simple and complex patterns of positive and negative classes in the data set during training the model. Also, 
to satisfy an unbiased condition when testing the sensitivity of the model to recognize IRs. When we equalize 
the positive and negative intervals in the datasets, the model does not perform well because the model trains on a 
small portion of the data and it falsely classifies the complex patterns in the test set.

5. Results
5.1. IR Nowcasting Approach

The model performance is evaluated by matching the binary predicted map with the truth map. The predicted map 
forms based on a threshold (TH) that determine the label  ⋆L of an interval I as

⋆L =

⎧

⎪

⎨

⎪

⎩

1, if𝑃𝑃 (I) ≥ TH

0, otherwise

 

where P(I) is the predicted probability. The main quantities of the evaluating matrices are: true positive (TP), true 
negative (TN), false positive (FP), and false negative (FN). The validity of the classifiers is estimated through the 
following statistical quantities:

•  Precision, also known as Positive Predictive Value (PPV), is an indicator of the accuracy of the model. In the 
context of our study, precision expresses the ability of the classifier to identify the IRs.

•  Precision = TP/(TP + FP),
•  True Positive Rate (TPR), also known as sensitivity or recall, is a measure of likelihood of a positive result. In 

our case, it expresses the ability of the classifier to find all the IRs in the database.
•  TPR = TP/(TP + FN),
•  False Positive Rate (FPR), which is a measure of the likelihood of a false alarm. It measures the returned IRs 

by the classifier that do not exist.
•  FPR = FP/(TN + FP),
•  True Negative Rate (TNR), also known as specificity, is a measure of likelihood of a negative test. In our 

study, this quantifies the ability of the model to find all the intervals without IRs correctly.
•  TNR = TN/(TN + FP) = 1-FPR
•  The Fβ-score, also known as Fβ-measure, is the weighted harmonic mean of the precision and TPR and quan-

tifies the accuracy of a test. It is given by the expression:

Fβ = (1 + β 2) (Precision · TPR)/(β 2· Precision + TPR).

In this work, the importance of both precision and TPR are considered to be balanced on the positive class, that 
is, β = 1, and therefore the harmonic mean will be measured by the so-called F1 score value which is obtained 
via this equation:

F1 = 2 (Precision · TPR)/(Precision + TPR).

We implemented the receive characteristic curve (ROC) strategy to map the TPR and the FPR together as a func-
tion of the threshold TH in the range from 0 to 1 (e.g., see Figure 8). A robust classification model is obtained 
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when TPR and TNR are close to 1 and FPR is close to 0. So that, we calculate the geometric mean gmean (see 
in sec. Appendix A) at the different values of TH to pick the highest scores of both TPR and TNR together and 
ensure the balance between them (Kubat & Matwin, 1997). The best TH (TH ⋆) is considered the one that gives 
the maximum gmean score. We run the LCNN system 30 iterations with internal neural network changes to make 
each integration independent from the others. The performance of the system does not change significantly with 
iterations. The slight changes are due to the problematic nature of probabilities and the changing of initial weights 
and input intervals at each iteration.

Table 2 shows the output statistics at TH ⋆ of three iterations R1–R3 out of 30 independent iterations for model 
1, model 2, and LCNN system. The results describe the score ranges and the capability of the LCNN/predictor 
to provide advanced notice of arriving an IR with NT at least 20 min and not longer than 160 min, for Δt = 4 hr 
(see sec. 2.3). The test set in this case contains ∼110 positive intervals out of 558 in the NDS. The detected TH ⋆ 
and the corresponding max(gmean) are presented in row 1 and row 2, respectively. The max(gmean) of model 1 and 
model 2 is more or less 90% while combining their outcomes using formula 1 exceeds the certainty to >91%. 
The sensitivity in row 3 also enhances with the LCNN however, a few times it is lower than in model 2. Looking 
at row 4, the LCNN often decreases FPR which indicates to increase in specificity. That means the quantities of 
FN and FP for model 1 and model 2 are more likely adjusted in the LCNN and the certainty of the latter would 
be higher. This explains the reason for the value of TH ⋆ for the LCNN system is different from the TH ⋆ values 
of the two models. The F1 score in row 5 reflects how well the positive intervals are classified. As anticipated, F1 
score for the LCNN system is higher than the other two models even in the case of decreased TPR. This confirms 
that the performance of the classifier/predictor is enhanced with the LCNN system. The confidence of F1 score of 
around 49% is acceptable for our imbalanced data. This is mainly because there are too many negative intervals 
in the input NDS and the classifier returns some of them as false positives. That increases the quantity of FP and 
decreases the precision. If the false negatives are considered worse than the false positives, which means the extra 
attention we receive is not harmful like missing the IRs, the F2 score with β = 2 would be a good measure for 
that case. The F2 scores in row six indicate also a good performance of the LCNN system to classify the positive 
intervals.

The area under the ROC curve AUC is insensitive to the changes in class distribution in the test set, that is, 
changes in the class distribution do not have an influence on calculating the AUC, but it is sensitive to a class 
imbalance in the test set. When the positive class is the minority class it will have a strong impact on the AUC 

Table 2 
Statistic Measurements of Three Independent Runs R of Model 1, Model 2, and LCNN System for 240 min Nowcast

Model 1 Model 2 LCNN

R1 R2 R3 R1 R2 R3 R1 R2 R3

TH ⋆ 0.39 0.83 0.54 0.73 0.68 0.67 0.66 0.94 0.61

Measurements %:

 max(gmean) 89.06 88.67 88.09 90.97 90.04 90.21 91.13 91.59 91.79

 TPR 92.72 88.18 88.18 93.63 93.63 93.63 92.72 91.81 94.54

 FPR 14.44 10.82 11.99 11.60 13.41 13.07 10.43 8.61 10.87

 F1 score 40.23 45.32 42.92 45.77 42.29 42.91 48.0 52.16 47.70

 F2 score 60.92 63.98 62.02 66.02 63.06 63.57 67.54 70.40 67.88

 AUC 62.61 64.89 63.82 64.95 63.46 63.72 65.97 67.99 65.78

 Corr. C. 85.92 89.12 88.01 88.66 86.94 87.26 89.73 91.40 89.40

Statistics:

 Mean TPR 89.69 ±2.14 93.63 93.02 ±1.13

 Mean FPR 12.41 12.69 9.96

Skills %:

 TSS 78.28 77.35 76.18 82.03 80.21 80.56 82.29 83.19 83.67

 HSS 35.03 40.83 38.13 41.23 37.34 38.03 43.73 48.42 43.37
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value (Ahmadzadeh et al., 2019; Bloomfield et al., 2012). In other words, 
ROC is biased toward the larger population when it comes to classification 
or prediction as discussed by Jeni et  al.  (2013). Hence, the AUC, in row 
7, of values >62% reflects a good performance of the LCNN to discrimi-
nate IRs, when considering the TPR values. The AUC could be enhanced 
by increasing the number of positive intervals in the data set. Row 8 shows 
the correct classified score Corr. C. (see section Appendix A) that measures 
the accuracy of classifying the positive and negative classes. The scores of 
model 2 are usually higher than the scores of model 1, while the FPR scores 
for model 1 are lower. We stress that model 1 and model 2 do not give the 
same prediction map because each of them sees the input intervals differently 
and combining their outcomes gives a better prediction map to the true one. 
Despite there is no big difference between the sensitivity of the LCNN and 
model 2, the generic measured quantities reveal the performance enhance-
ment with the LCNN system. The values are close to each other which 
reflects the stability of the LCNN system for nowcasting.

The true skill statistic (TSS) and the Heidke skill score (HSS) are calculated 
to evaluate the LCNN system as a predictor of IRs. TSS was introduced by 
Peirce (1884) as Peirce's skill score to evaluate the meteorology predictions. 
It is a special case of Kappa statistic, which measures the similarity between 
the predictive maps derived from modeling and the actual maps (Allouche 

et al., 2006; Piri Sahragard et al., 2018). The similarity takes a value between [−1, 1] and it is good when the TSS 
value is between 0.55 and 0.7 and it is high when the value is between 0.7 and 0.85, and it is excellent when the 
value is greater than 0.85 - indicating a perfect match between the actual and predicted maps. In the ROC curve, TSS 
combines TPR and FPR (see sec. Appendix A) and measures the distance to the diagonal (no-skill) line (Krzanowski 
& Hand, 2009). Despite TSS considering the proportions of positives and negatives in the validation set are equal 
(Allouche et al., 2006), we calculated the TSS to see how well the IRs are predicted. According to the scale above, the 
TSS in row 11 demonstrates a high capability particularly for the LCNN system to nowcast the arrival of IRs 240 min 
in advance. HSS measures the quality of the prediction over a baseline represented by random chance (Florios 
et al., 2018). The term skill refers to the normalization of the predictor score by the total range of possible values over 
the standard (reference values) (Hyvärinen, 2014). Often, the standard used is the long-term average prediction of 
the parameters. HSS takes a value in the range from −∞ to 1 (see section Appendix A) and it has been used in several 
works such as Camporeale et al. (2020) and Ji et al. (2021). A score of 0 means no skill and the prediction is likely 
to be expected by chance. A score of 1 indicates a perfect prediction and a score of −0.5 indicates a not good predic-
tion. Here, we used HSS for evaluating the matching between the prediction and observation within the selected time 
span. Row 12 demonstrates that the skills of LCNN are higher than model 1 and model 2. Overall, the LCNN has a 
good HSS score of 83.05 ± 0.57 and it seems stable for Δt = 4 hr. We conclude from the experiments' outputs that 
combining the outcomes from model 1 and model 2 does not drop the performance of the classifier/predictor but, it 
exceeds the certainty of prediction. For instance, if model 1 and model 2 have different sensitivities of the positive 
intervals, the sensitivity of the LCNN system will not be lower than one of the models and often with lower FPR.

The limitation of the predictor is representing in answering the question, of how early can the predictor recognize 
the IRs before their arrival to the observer. This could be described through Table 3 that shows the measured scores 
of the predictors that are trained on two separated NDSs with Δt = 16 hr (960 min) and Δt = 24 hr. We kept the same 
features and ls = 240 for the intervals as described in Section 2.3. Comparing the results of Table 2 with Table 3 
demonstrate that the certainty and reliability of the predictor decrease with increasing the nowcasting time Δt. That 
appears in the reduced scores of max(gmean), TSS, and HSS and also in the raising values of the FPR. The values of 
H ⋆ indicate that the predicted probabilities for long Δt become highly sparse and need to be re-calibrated. That will 
be discussed in Section 5.2. The performance of LCNN still works well for exceeding the probabilities of prediction.

5.2. Recalibration

The observed occurrence frequency of the IRs should be consistent with the predicted frequency. In a binary 
classification setting, we calculate the predicted occurrence frequency γ by dividing the data set into n parts and 

Table 3 
Statistic Measurements of Three Independent Runs R of Model 1, Model 2, 
and LCNN System for 16 and 24 hr Nowcasts

16 hr 24 hr

Model 
1

Model 
2 LCNN

Model 
1

Model 
2 LCNN

TH ⋆ 0.61 0.34 0.16 0.52 0.87 0.35

Measurements %:

 max(gmean) 86.12 83.94 86.37 82.77 85.83 87.89

 TPR 88.18 85.45 90.90 83.63 81.81 90.0

 FPR 15.88 17.54 17.93 18.07 09.94 14.15

 F1 score 36.39 33.33 34.60 32.22 44.66 39.75

 AUC 61.09 59.88 60.38 59.44 64.82 62.44

 C. Corr 84.32 82.60 82.51 82.01 89.63 86.05

Skills %:

 TSS 72.29 67.91 72.97 65.56 71.87 75.84

 HSS 30.81 27.38 28.72 26.12 40.22 34.54
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for each part we calculate the ratio of collected predicted positive PP (predicted probabilities exceeding a thresh-
old) to the total number of instances in the nth part Nnth, that is, γ = PP/Nnth. The classifier is well-calibrated if on 
average γ is actually observed (the actual frequency is calculated over all those instances in the same way as γ) 
(Guo et al., 2017). A reliability diagram is used to visualize the relationship between the predicted and observed 
frequencies/probabilities (DeGroot & Fienberg, 1983). To construct such a diagram for binary classification, the 
predicted probabilities are discretized in bins. For each bin, the average predicted frequency (horizontal axis) is 
plotted against the true fraction of positive cases in that bin (vertical axis). Figure 6 shows the reliability diagrams 
as obtained from the LCNN. The diagonal straight line represents a perfect calibration. One can clearly see that 
the predictions are miscalibrated. For recalibration, we linearly interpolate the blue diamonds to derive a map 
between old and new probabilities (Camporeale et al., 2020). The derived recalibration map might change slightly 
the outcome predicted probabilities and consequently the TH ⋆. For a valid recalibration process, the recalibration 
map has been derived from the training set, and then it is applied over the test set. The red squares in Figure 6a 

represent the recalibrated reliability diagram, which shows the predicted γ 
is slightly higher than the observation. To optimize the recalibration map, 
we run a simulation that recalibrates the predicted γ first before deriving the 
linear interpolation map. The simulator optimizes the parameters A and B of 
the calibration function γcal = Aγ + C to satisfy the condition

𝛾𝛾𝑐𝑐𝑐𝑐𝑐𝑐 − 𝜖𝜖 ≤ 𝛾𝛾𝑜𝑜𝑜𝑜 ≤ 𝛾𝛾𝑐𝑐𝑐𝑐𝑐𝑐 + 𝜖𝜖 

where γob is the observed frequency. The simulator basically moves the inter-
polation map to the position of where the distance of (γcal − γob) is within a 
tolerance range of [−ϵ, ϵ]. Figure 7 shows the density distributions of n(A) 
and n(C) at different values of A and C for ϵ = 10 −6. The picked optimum 
values of A and C are the average maximum values of the obtained distri-
butions. The optimized recalibration map is derived by linearly interpo-
lating the reliability diagram between the optimized γcal and γob. Figure 6b 
shows  the shifting of red squares toward the diagonal line which clearly 
suggests that the LCNN system has been properly recalibrated. One takes 
a bit more precautions if the points are close to the diagonal line on the 
right side, that would be less risky than missing an IR. The interpolation is 
done by considering the corresponding TH ⋆ of the recalibrated probabilities. 
The linear formula of γcal looks fit for the low frequency predictions (<0.5), 

Figure 6. Reliability diagram of the observed frequencies of the IRs versus the predicted frequencies by the LCNN. The blue diamonds represent the prediction using 
the training set, while the red squares represent the recalibrated prediction using the test set. (a) Without the optimized calibration function. (b) With the optimized 
calibration function.

Figure 7. Density distributions of the parameters A and C as obtained from 
the simulator. The optimum value of A (C) is considered at the point of the 
highest peak of the distribution, that is, maximum probability of P(A) (P(C)).
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but due to the nonlinearly attribute of solar wind features, the linear formula might not fit well for the high 
frequencies (>0.5), that requires more data to enhance the interpolation as well as the recalibration map. The 
recalibration process is expected to not change the statistical quantities that are calculated in the previous section. 
Figure 8 shows the ROC curves for the non-calibrated probabilities (left panel) and the optimized recalibrated 
probabilities (right panel) of the LCNN. The ideal ROC curve is near the upper left corner. For the recalibrated 
ROC curve, some scores such as AUC, HSS, gmean, and TSS apparently might increase in the order of 10 −1% and 
the sensitivity is almost the same. That indicates the recalibrated values should be used to increase the confidence 
of a probabilistic prediction.

6. Discussion and Conclusion
A time series classification method is applied to nowcast IRs from the solar wind data. This work concerns to 
explains a possible way to exceed the probability of predicting a class by combining different models. We propose 
a new structure of Long short term memory - Convolution Neural Network (LCNN) classification/prediction 
system. This LCNN is an ensemble system to predict the probability of arriving an IR on the observer within time 
NT. The system comprises two neural network classification models in one dimension. In this LCNN, Model 1 
uses convolution neural network (CNN) techniques while model 2 uses recurrent neural network RNN-LSTM 
techniques. The two models work on different scales of the input nowcasting time series and therefore each model 
learns different features of IRs. The convolutional layer processes the sequential data by exploiting the size of 
the space between the data points and computes the spatial correlation in data (Wibawa et al., 2022). That allows 
the convolutional layer to understand the relationships between the different observations in the time series. The 
LSTM layer can understand long-term dependencies between data points sequence.

Cui et  al.  (2016) introduced the multi-scale convolution neural network (MCNN) framework for TSC. The 
MCNN basically generates multi-scale time series from the original time series in order to extract the features of 
the time series by the convolutional layers. The LCNN system is also designed for TSC, but it combines models of 
different learning techniques that extract information in different ways. Also, for our case of binary classification, 
combining convolutional and LSTM models gives a robust classification better than combining two convolutional 
models with different time scales (gmean ∼ 86%). That is because the moving average window method sometimes 
is not suitable for the short time series or if it contains high outliers noise. In that case, the user should be careful 
in choosing the width of the moving window. Our concern here is not to compare LCNN with other classifiers, 
but to compare the LCNN system with the two combined models individually to describe the properties of LCNN 

Figure 8. ROC curve of the LCNN for different thresholds. The left panel presents the curve for the obtained probabilities. The right panel presents the curve for the 
re-calibrated probabilities.
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system and its capability to predict the IRs. Prediction of IRs utilizing our system is restricted to the data availa-
bility and it is planned to provide immediate nowcasting of IRs based on satellites data.

Both model 1 and model 2 are designed to work in parallel and not combine their layers. Since the models are 
separated and work independently, the errors do not propagate in the LCNN system during computations and 
the lost information in one model might be compensated by the other model. Optimizing the LCNN parame-
ters is crucial for not losing information of the original time series. The working method of the filters in the 
convolutional layers and features reduction are the main causes of losing information (Wei et al., 2015; Zhang & 
Wang, 2015). Experiments demonstrate the following notices:

•  z-score normalization works better than the min-max normalization of formula x − xm/(xmx − xm), where xmx 
and xm are the maximum and minimum values of a time series data, for our case of classification. That is 
because the latter formula scales the data quantities between [0, 1] and when there is an outlier (an abnormally 
high peak in the solar wind data due to interactions in space), the min-max scale becomes wide, making most 
of the scaled quantities small comparing to the outlier which in turn makes the difference between the quanti-
ties not clear for the algorithm, except for the outliers.

•  The probability of the sum of the models' outputs, using formula 1, enhances the outcome predicted probabil-
ities of the LCNN system better than summing the probabilities of the models.

•  Increasing the number of CNN and/or RNN models in the LCNN system (with changes in the layers) does not 
improve the performance significantly and it seems that the saturation of the classifier system is satisfied with 
the two combined models. The saturation might change with a different case study or for multi-classification 
tasks.

•  Replacing the inputs in such a way run model 1 on the original time series and model 2 on the low-frequency 
time series does not improve the performance of LCNN but reduces the scores by ≤4% from the obtained 
scores in Table 2 and increases the instability of the LCNN classifier. That is because the convolution layer 
learns the relation between the data points but does not learn the long-term trend of the time series. LSTM 
could learn the trend of the time series however, sometimes it is not sensitive to the fine features of the input 
data due to the vanishing of the gradient/attractor. This gradient problem is overcome by using the Maxpool 
layer in model 2 however it does not guarantee preserving the fine features information. That explains the 
usefulness of combining the two models.

•  The normalization layer in the models plays an important role to keep the scale of the feature quantities as 
represented in the input time series to get a successful training and a small regularization. Batch normalization 
layer performs not well and that is because it normalizes the data within the input batch intervals and some-
times it vanishes the IRs' quantities of some intervals when there is high variance in the quantities of other 
intervals (Andreeva & Tsyganenko, 2019; Heinemann et al., 2019). That mostly happens when the input batch 
contains a mix of IR intervals during solar minimum and solar maximum. The batch normalization depends 
on the batch size during training the model and the suitable batch size for our problem is 50 to get a good 
performance.

Analysis shows that the sensitivity and skills of the LCNN system reduce by increasing the nowcasting time 
NT. To increase the reliability of the nowcasting probabilities, we recalibrated the output predicted probabilities 
of the LCNN to approach the predicted occurrence frequency of IRs to the observed frequency. LCNN system 
provides relatively high stability and sensitivity for nowcasting IRs and could be used for predicting and classi-
fying other events. It also paves a way to increase the certainty of a classifier or a predictor using real-time series 
data in a simple and effective way.

Appendix A: Formulas of Statistical Quantities
Geometric mean

g𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =

√

TPR ⋅ TNR 

Correct classification

C. Corr =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
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True Skill Static

TSS = 𝑇𝑇𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇𝑇𝑇 − 1 = 𝑇𝑇𝑇𝑇𝑇𝑇 − 𝐹𝐹𝑇𝑇𝑇𝑇 

Heidke Skill Score

HSS =

𝑆𝑆𝑀𝑀 − 𝑆𝑆standard prediction

𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑆𝑆standard prediction

, 

where SM and Sperfect are the correct score of the model and the perfect score, respectively. Sstandard prediction is the 
correct score of the standard prediction. It could be calculated from the quantities of classifier metrics as

HSS =
2(𝑇𝑇𝑇𝑇 ⋅ 𝑇𝑇𝑇𝑇 − 𝐹𝐹𝑇𝑇 ⋅ 𝐹𝐹𝑇𝑇)

(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)(𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇) + (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 )(𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇)
 

Data Availability Statement
Data from STEREO A& B are publicly available from the CDAW Data Center at https://omniweb.gsfc.nasa.
gov/hw.html. The Keras and TensorFlow libraries are publicly available at https://github.com/fchollet/keras and 
https://www.tensorflow.org/.
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